How to use:

    Save as system_health_check.sh.

    Make it executable: chmod +x system_health_check.sh.

    (Optional) Set a cron job to run every hour:
    0 * * * * /path/to/system_health_check.sh

Requirements:

    mail command (install with sudo apt install mailutils or mailx)

    May need to update network interface (eth0 → enp0s3, etc., depending on your system)	

This shell script monitors CPU, memory, disk, and network usage in real-time. It logs system stats and sends email alerts when usage exceeds set thresholds, helping admins catch issues early with a lightweight, automated tool.​
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# === Configuration
CPU_THRESHOLD=80
MEM_THRESHOLD=80
DISK_THRESHOLD=08
L0G_FILE="/var/log/systen_health.log"
ALERT_EMATL="yougexample . con”

# === Functions

log() {
echo "[$(date '+%V-%m-%d %H:!

:%5°)] $1° | tee -a "$LOG_FILE"
¥

send_alert() {
SUBJECT="[A] System Health Alert”
BODY="$1
echo "$BODY" | mail -s "$SUBJECT" "$ALERT EMAIL"
log "] ALERT SENT: $BODY"

¥

check_cpu() {
CPU_USAGE=$(top -bn1 | grep "Cpu(s)” | awk '{print 160 - $8}")
log "CPU Usage: ${CPU_USAGE}%"
iF (( $(echo "SCPU_USAGE > $CPU_THRESHOLD" | bc -1) )); then
send_alert "High CPU usage: ${CPU_USAGE}X"
i
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# === Configuration
CPU_THRESHOLD=80
MEM_THRESHOLD=80
DISK_THRESHOLD=08
L0G_FILE="/var/log/systen_health.log"

ALERT_EMATL="yougexample . con”

# Functions

log() {
echo "[$(date "+%Y-%m-%d %H:W1:%S')] $1° | tee -a "$LOG_FILE"
¥

send_alert() {
[a] system Health Alert”

echo "$BODY" | mail -5 "$SUBJECT" "$ALERT_EMAIL"
log "[K] ALERT SENT: $BODY"
¥

check_cpu() {
CPU_USAGE=$(top -bn1 | grep "Cpu(s)” | awk '{print 160 - $8}")
log "CPU Usage: ${CPU_USAGE}%"
if (( $(echo "$CPU_USAGE > $CPU_THRESHOLD" | bc -1) )); then
send_alert "High CPU usage: ${CPU_USAGE}%"
£

¥

check_memory() {
MEM_USED=$(free | grep Mem | awk '{printf("%.2f"), $3/$2 * 160.0}")
log "Memory Usage: ${MEM USED}%"
iF (( $(echo "SMEM_USED > $MEM_THRESHOLD™ | bc -1) )); then
send_alert "High Memory usage: ${MEM_USED}%"
i
¥

check_disk() {
DISK_USED=$(df / | grep / | awk “{print $5}° | sed 's/%//g’)
log "Disk Usage: ${DISK_USED}%"
if [ "$DISK_USED" -gt "$DISK_THRESHOLD" ]; then
send_alert "High Disk usage: ${DISK_USED}%"
i





